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Abstract
Recent advances around large language models have led to significant improvements in many Information
Retrieval related tasks. However, certain limitations persist in classification tasks that consider individual
data points, such as text documents, in isolation. In order to overcome these limitations, linking
information in network-like structures can help to model more context. This paper discusses paths
around the exploration of combining graph structures and Natural Language Processing, assessing their
efficacy, and examining applications in the field of IR for classification. It presents a series of experiments
and their corresponding results for the use case of fake news detection. While the primary focus of this
paper lies on this single use case, a brief outlook on other classification areas within IR is also presented
towards the end.
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1. Introduction

Natural Language Processing (NLP) has seen remarkable progress in recent years due to the
invention of the Transformer architecture [1], pre-training of large language models (LLMs)
[2] and recently in form of fine-tuning them via reinforcement learning from human feedback
(RLHF) [3]. These advancements have had a significant impact on the field of Information
Retrieval (IR) where LLMs nowadays are extensively utilized in various core IR tasks, e.g. [4, 5, 6].
Additionally, they have become highly relevant in other areas of IR that involve classification,
such as fake news detection [7, 8].

These advancements in recent years have undoubtedly brought benefits to IR as a whole,
and to the subfield of classification. However, limitations still exist when it comes to the
formalization of classification tasks. LLMs and similar models are typically designed to handle a
single type of input information, such as text. However, this approach often results in limitations
when it comes to capturing the broader context surrounding text documents or input entities
in a more comprehensive manner [9]. This is primarily due to a lack of knowledge regarding
the relationships between data from different sources, which can naturally be represented as
linked data structures (graphs) [10]. These graphs consist of nodes representing data points
(which can be initially represented using models like BERT) and edges representing interactions
between pairs of nodes [9]. Recently, deep learning approaches have been proposed that apply
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convolution to the neighborhood of nodes (based on the graph structure) to learn about entities
in context of their surroundings [11].

As an example, for fake news detection this could mean that a post on social media has
limited expressiveness if we only look at its text but tells us much more if we consider how it is
linked to users interacting with it, e.g. [12, 13, 7]. Furthermore, we can extend this analysis by
observing how propagation patterns evolve over time and how rapidly they spread [14, 15].

To address the described limitations and explore paths around the combination of network
structures and NLP, we want to investigate the following research questions:

RQ1: How can we model classification problems by combining graph structures and NLP, with
a specific emphasis on text data?

RQ2: What types of input signals and modeling techniques can impact the effectiveness of this
approach?

RQ3: How can this paradigm be applied to classification in other domains within the field of
IR?

To make sure that the content of this paper aligns with its scope, we will primarily focus on
addressing RQ1 and RQ2 in the context of a single use case (fake news detection). However, we
will also provide a brief outlook on RQ3 towards the end. The paper is structured as follows: we
start by providing an overview of relevant research on context-based fake news detection (2),
and discussing our own approaches thus far in 3. The outlook on applying these approaches to
other domains will be given in 4 before finally concluding in 5.

2. Related Work

Our brief review of related work will focus on the domain of fake news detection, especially on
methods that follow the context-based paradigm. While at a high level one way of distinguishing
the different research directions in fake news detection is to classify them into content-based
methods and context-focused approaches [16], the latter one is tapping into the direction of
putting together various (social media) signals as context, unlike content-based methods that
solely analyze news stories in isolation.

Many types of signals, including user engagement and dissemination networks, can be
considered as context. It is worth noting that representation methods are not necessarily graph-
based. For instance, in fake news detection on Twitter, user-comment relations have been
utilized without modeling them as graphs [17, 18]. Context has been incorporated in diverse
ways, e.g. retweet features have been combined with propagation patterns, again not as graphs
[19]. Another aspect of context are images. For example, Qian et al. [20] embedded text data
from news articles using BERT, and combined this information with Convolutional Neural
Network (CNN) encoded images associated with those articles. Similarly, Sachan et al. [21] and
Wu et al. [22] adopt a CNN to encode images and fuse this information with BERT embeddings
for news classification. Other approaches involve incorporating domain-specific information in
their fake news classifiers [23] or consider news media profiling and textual social media context
[24]. Although these methods go beyond relying solely on news text data, they still do not aim
to systematically and coherently represent the structural information between different entities.



Consequently, motivated by these limitations, graph structures and graph neural networks have
gained popularity in recent years, as we will show next.

Network-based approaches are used to for example model user-article graphs and their
neighborhood structure is aggregated to embed news nodes, which are subsequently classified
[25]. However, many of these approaches focus on a limited number of information types, such
as users and news items. In similar problem formulations, user-post interaction graphs are
considered [26, 27]. Mehta et al. [28] treat fake news detection as a node classification task
in a large graph comprising users, news, and publishers. However, they do not account for
differences in edge types. In their subsequent work, they introduce link prediction in this graph
structure to find previously unknown edges [29]. Lu and Li [30] also employ user graphs to
extract social interactions using Graph Neural Networks (GNNs) and, in combination with
Recurrent Neural Networks (RNNs), classify related news articles by leveraging retweet patterns.
Other approaches construct large heterogeneous graphs consisting of articles, users, social
media features (such as tweets), and publishers, without limiting the scope to social media
context [10, 31].

A recently emerging directing in fake news detection with graph-based methods is to exploit
temporal network patterns [32, 14, 15, 33]. Dou et al. [32] formulate fake news detection as a
graph classification task, where user representations are derived from timeline tweet embeddings
and used as node features to model news propagation paths associated with articles. Song et al.
[14, 15] propose propagation-based approaches using graph-structured, temporally evolving
retweet patterns to classify articles as fake or true. Even heterogeneous graph structures have
recently been considered in temporal manner, however, with a limited set of node types [33].

In conclusion, graph structures provide a powerful means to incorporate diverse dimensions
of information and enhance fake news detection. However, the investigation of linking multiple
entity and edge types in a heterogeneous manner, is still limited. Furthermore, there has been
limited exploration of text embedding methods using LLMs to represent nodes, as well as the
formulation of classification based on graph versus node perspectives. Our research aims to
contribute to bridging this gap.

3. Exploring Fake News Detection: Experiments and Findings

3.1. Static Graphs

To outline the initial series of experiments we conducted, we will primarily summarize the setup
and findings, which have also been recently published [34]. The objective of these experiments
was to assess the combination of diverse node and edge types sourced from a social media
platform (compare dataset [35]) within heterogeneous graphs. Our construction method of
these social media graphs represents a notably comprehensive approach with a focus on social
media data in comparison to existing literature.

In detail, we construct a heterogeneous social media context graph 𝒢 = (𝒱, ℰ) around each
news article. Thus, each snapshot consists of a set of disjoint vertex sets 𝒱 = 𝒱𝑁 ∪ 𝒱𝑇 ∪ 𝒱𝑈

where 𝒱𝑖 ∩ 𝒱𝑗 = ∅,∀𝑖 ̸= 𝑗. 𝒱𝑁 represents instances of news articles published by news outlets
and |𝒱𝑁 | = 1 for each graph. Node features for this type of vertex are obtained using BERT-
base document embeddings of the textual content of the articles, i.e. ∀𝑣𝑛 ∈ 𝒱𝑁 : 𝑣𝑛 ∈ R768.



All embeddings are generated using flairNLP1. Set 𝒱𝑇 includes all tweets that refer to the
news article, all tweets retweeting those posts and the latest timeline tweets of each user.
In our experiments we are incrementally increasing the amount of information types in the
heterogeneous graphs, thus the number of nodes in 𝒱𝑇 varies depending on the experimental
setup. Node features are a concatenation of textual BERT-base document embeddings, as well
as retweet count and favorite count, i.e. ∀𝑣𝑡 ∈ 𝒱𝑇 : 𝑣𝑡 ∈ R770. Finally, 𝒱𝑈 is the set of social
media user profile nodes of people related to the posts in 𝒱𝑇 , where features are a concatenation
of BERT-base user profile description embeddings, follower count, friends count, favorites
count and statuses count, i.e. ∀𝑣𝑢 ∈ 𝒱𝑈 : 𝑣𝑢 ∈ R772. We also evaluate graphs with text
embeddings only and leave out other features (e.g. number of favorite count) in that case.
Edges connecting the nodes are satisfying constraints according to the node types they link
together. More specifically, we use at most three types of edges: tweets citing news articles
((𝑣𝑡, 𝜏𝑇𝑁 , 𝑣𝑛) ∈ ℰ → 𝑣𝑡 ∈ 𝒱𝑇 , 𝑣𝑛 ∈ 𝒱𝑁 ), users posting tweets (which also applies to users
posting retweets and users posting timeline tweets) ((𝑣𝑢, 𝜏𝑈𝑇 , 𝑣𝑡) ∈ ℰ → 𝑣𝑢 ∈ 𝒱𝑈 , 𝑣𝑡 ∈ 𝒱𝑇 )
and tweets retweeting tweets ((𝑣𝑡, 𝜏𝑇𝑇 , 𝑢𝑡) ∈ ℰ → 𝑣𝑡 ∈ 𝒱𝑇 , 𝑢𝑡 ∈ 𝒱𝑇 ). The graphs fuse all types
of information (the news article as well as a range of different social media context features)
without any prior aggregation step.

We formalize fake news detection as a graph classification problem and evaluate different
GNN architectures and setups with heterogeneous combinations of node types. It turns out that
the combination of as much social context as possible yields the best results, on par with or even
superior to state-of-the-art performance. Another important finding is that heterogeneous data
structures perform significantly better compared to homogeneous graphs. Overall, these initial
experiments not only validate our approach but also establish the significance of pursuing this
research direction.

3.2. Temporal Graphs

As mentioned earlier, these graphs are not static in reality but instead evolve over time [14].
Therefore, instead of considering a static snapshot, we construct sequences of graphs using the
methods described previously. Each snapshot within the sequence captures the interactions
observable at a specific point in time after the publication of the news article. For instance, we
track the evolving interactions in five-minute intervals, resulting in a continuously expanding
set of context graphs. Consequently, our goal is not to classify individual graphs but rather
the sequence of graphs. The baseline for each of the setups was to take the last graph of
each sequence and classify them as a static snapshot which represents the same classification
method as described just before. As part of these experiments we extended the state-of-the-art
Python library for temporal geometric deep learning [36]. Initially, the library only supported
homogeneous graph sequences. However, we integrated data structures and neural network
architectures that can effectively handle heterogeneous graph sequences. In our experiments,
we considered different setups. One setup focuses on one-minute intervals for a duration of 20
minutes after publication. Another setup employes five-minute intervals for a period of 120
minutes after publication. Additionally, we explore five-minute intervals for a period of 180
minutes after publication. Lastly, we use an irregular step-size as proposed by Song et al. [15].
1https://github.com/flairNLP/flair
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It turned out that the majority of the experimental setups we evaluated did not result in
improvements over the baseline. Only in one particular setup, which followed the exact temporal
steps as by Song et al. [15], we observe a significant improvement. However, overall it appears
that, at least for the graph structures employed in this experiment, the inclusion of temporal
information does not provide as much benefit as initially anticipated.

These observations highlight the room that is left for improvements and further exploration
in this domain. This refers not only to the type of constructed graphs but also to the architecture
of the neural networks employed for data processing.

4. Outlook

4.1. Other Domains

An example of how these approaches can be projected to completely different domains is given
at the university hospital in Regensburg. In this case, the hygiene department aims to predict
outbreaks of multi-resistant germs, for example by classifying patients that have a high risk
of infection. By leveraging internal databases containing patients’ medical records, including
information documented in medical letters, valuable insights about treatments can be extracted.
Additionally, analyzing patients’ movements within the hospital, specifically their transitions
between wards, can provide data for constructing a network model. In essence, the same
underlying characteristics mentioned earlier can be observed: dynamic network structures that
evolve over time and hold information that was originally (at least partly) in textual format.

4.2. Future Work

As mentioned in the beginning, pre-training neural networks has revolutionized the field of NLP
[2] and has demonstrated its effectiveness in computer vision, e.g. [37]. In a recent development,
this approach has also been proposed in the context of graph machine learning [38]. Hu et al.
[38] have successfully employed pre-training to learn general properties of graphs representing
molecules in Chemistry and proteins in Biology. Inspired by this progress, our next objective is
to apply similar techniques to learn general properties of the social media graphs described so
far via pre-training. By doing so, we aim to investigate the impact on zero-shot performance of
fake news detection and classification after fine-tuning these pre-trained models.

Apart from that, it could be interesting to see how reinforcement learning (which was also
mentioned in the beginning [3]) could be integrated into the overall problem formulation. Wang
et al. [39] recently made a first attempt to do so in context of graph-based fake news detection.

5. Conclusion

In this paper, we presented an overview of our research on classification tasks in the field
of Information Retrieval, specifically focusing on the detection of fake news. While certain
approaches we have explored have shown promise in improving detection performance, there
remains a significant amount of work to be done. Additionally, we tried to describe our next
research directions that will address the research questions initially proposed.
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