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Abstract
The usage of Social Media Networks has increased over the years, having become a common space
where users are open to relate their opinions and sentiments which may lead to a wide spread of hatred
or abusive messages, misinformation, fake news and claims among others. It is in the best interest of
stakeholders that an attempt to moderate these issues is made as it infringes on human rights, incites
people and connotes violence. This paper is a synopsis describing how certain promising ideas and
directions for a doctoral thesis in the field of Hate Speech Detection that shall employ state-of-the-art
machine learning algorithms and artificial intelligence into the detection of hate speech on social media
platforms.
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1. Introduction

The field of NLP has seen much development in recent years[1, 2]. The development of Trans-
former based algorithms and large language models have benefited many research problems
such as sentiment analysis and embedding generation of texts which is currently being applied
in Social Media Analysis tasks[3, 4]. This include the use of BERT-based algorithms in tasks such
as automated Fake News and Hate Speech Detection, taking into consideration news contents,
social media replies, and external knowledge[5, 6, 7, 8]. The development of text generation
and augmentation that captures semantic similarity through the use of word and sentence
embeddings produced by deep language models into extractive summarization techniques based
on graph centrality have as well in recent times been beneficial[9, 10, 11].

Hate Speech Detection is a very active field specifically in the broader field of Natural
Language Processing that has particularly gained attention and vibrance over the last decade[5,
12]. Due to the increasing use of social media and access to the internet, unfortunately, the
flip-side of this increasing connectivity is cyber-bullying and hatred among other hurtful and
anti-social behaviours which include the spread of fake news and claims[13, 8, 6, 7, 12].

There is a thin line between hate crimes and hate speech[14, 15]. In effect criminalizing the
latter has been ongoing by most liberal democracies since the 1960s, significantly in Western
Europe due to the historical factor[16]. Nevertheless, there has been a big discussion on its
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significant limitations on freedom of speech and core liberal values[17]. One can argue for
freedom of speech but one cannot deny the fact that when this freedom has the potential to
ultimately incite the masses in committing crimes against humanity, then laws have to take
their course[16, 15].

An interesting argument on the topic is that restrictive laws are most easily justified if they
punish hateful expressions and speech when they inflict significant harm to individuals, incite
violence or stir up extreme hatred but not when it is merely offensive or hurtful[16]. This
perspective focuses on assessing the level of harm of particular events in a way that has seldom
been systematically done before[16]. Moreover, as regulations of hate speech are on the books,
enforcement has become a critical component of the equation[17].

It is therefore imperative that hate speech is checked in such a manner where human rights of
users are also not infringed upon as spelt out boldly by the European Commission’s statement
on Justice and fundamental rights1 and the US government2[18, 16, 5] .

Annual renowned shared-tasks competitions and conferences such as the SemEval[10, 19],
Evalita[20], CLEF[21] among others have provided a common platform and a direction for
researchers to discuss and find solutions to emerging questions in Hate Speech Detection[22].

Having participated in a number of these shared tasks myself and contributed to this field in
my current doctoral studies[23], I have identified emerging directions the research into Hate
Speech Detection can potentially go[24].

This paper proposes a research synopsis of my current doctoral thesis to study systems of
Hate Speech Detection employing machine learning algorithms and artificial intelligence.

1.1. What is Hate Speech?

Hate speech has been defined by several people in this field of research[25, 26, 12, 17, 5].
However, they all seem to converge on a common path, which is the characteristics of people
who are on the receiving end of hate speech[5, 27, 16]. These include race, gender[25, 28, 29],
religion, sexual orientation, ethnicity and nationality[13, 19, 30, 31].

It is important to notice that the understanding and definition of what hate speech is affects
the technique and algorithm employed for its detection[25, 5]. This is quite evident in the
non-agreeing and non-homogeneity in the annotation and labelling of data perceived to be hate
speech[32, 16]. Whether or not speech that merely disparages people or the speech content
should contain evidence of violence or insults towards a person or group should be a standard
remains quite unstandardized among various research works[33, 28, 32].

There is a general concurrence about the effort to reduce or control hate speech on social media
due to its effects[16]. These effects include political insurgence, physical attacks, xenophobia,
misogyny and severe riots to the person or group targeted especially women[19, 34, 35]. Also
another effect worth mentioning is the mental toll it brings upon human moderators tasked to
detect and repress such speech content on Social Media by Non-Governmental Organizations
(NGOs) and media platforms[32, 12, 27].

1https://commission.europa.eu/strategyandpolicy/policies/justiceandfundamentalrights/combatting-
discrimination/racismandxenophobia/combating-hatespeechand-hatecrime_en

2https://www.justice.gov/hatecrimes



1.2. Research Objectives

The purpose of this study is to extensively analyze hate speech on social media platforms
and additionally improve on the already existing research that propose technical methods of
detecting and defusing hate speech on social media platforms using machine learning tools and
artificial intelligence.

The main questions I shall be seeking to address with the research are:

1. Does the incorporation of social network analysis provide measurable improvements in
Hate Speech Detection?

2. What social network signals are most effective in Hate Speech Detection?
3. How effective have the already developed detection algorithms been and what hinders

performances?

Further I shall be seeking to improve performance of hate speech classification models based
on the investigations and knowledge build-up on related works.

2. Related work

Early works on Hate Speech Detection started with collection, sampling and annotation of
dataset from Social Media platforms such as Twitter[29, 25, 28], Facebook[36]. Also, available
are datasets such as twitter corpus in other languages[37, 34, 22, 21]. There have been other
works on code switching algorithms also seeking to detect Hate Speech in text written in a
mixture of 2 languages such as English-Hindi code switched Hate Speech Detection data[38].

Most of the early research on Hate Speech Detection employed features such as lexical
resources[39, 40], sentiment polarity, multi-modal information[41, 42, 43, 40], external infor-
mation, user information and tweet metadata[26] with mainly logistic regression and Support
Vector Machines(SVM) in the models for classification[44, 45, 19]. In the SemEval 2019 task 5
(Hateval)[19], the winning team for English task A had remarkable results with training an
SVM model with RBF Kernels, exploiting sentence embedding with Google’s Universal Sentence
Encoder[46] and beating other models that employed neural network models[19]. In recent
works, Transformer based architectures have taken over due to its ability to generate a more
semantic and representative embeddings for texts and sentences[3].

There is a striking trend that can be seen in most recent works on Hate Speech Detection
research which proves the popularity of Transformers, most significantly BERT[5, 6, 21]. Over
38% deep-learning models in the past five years since the publishing of the BERT paper have
in one way or the other employed a variant of this important model[5]. This demonstrates
the importance of the model as a key state-of-the-art method in the field of Hate Speech
Detection[47, 21]. Studies who compared BERT model to other deep learning models concluded
on the superiority of BERT architecture in that BERT-based models achieved top performance
in various multilingual Hate Speech Detection tasks[6, 22, 21, 4, 48].

Algorithms leveraging on Artificial Neural Networks (ANNs) without BERT have also been
applied in classification algorithms in much earlier benchmarks in a significant fashion[5, 18,
49, 19]. The traditional deep CNN model has also been applied in some studies[50, 51, 19]
as well as the Long Short Term Memory (LSTM)[19, 45, 52]. LSTM is employed in word



and character encoding-decoding algorithms that learn words and sentences for input in a
classification model[45, 3, 51]. Word and sentence embedding algorithms proficiently the google
BERT[3] have been significant in a number of models that encode hate speech data as input
data for a neural network employing the use BiLSTM and other transformer models layers as
classifiers[6, 5, 21].

Development in hate speech research grows significantly as researchers keep incorporating
model structures and architectures proven to be successful in other fields of Artificial Neural
Networks and Machine Learning in the classification of Hate Speech[10, 12].Such application
which is fundamental is the use of embedding-based transformer models like BERT which
may only be required to be pre-trained due to its large hyper-parameter setup to fit current
dataset[3, 53]. Application of ensemble based models which can employ a number of separate
deep neural networks of different architectures, few shot learners, data augmentation among
others has been in spotted in the projects[18, 54, 55, 23, 24]. Ensemble learning has had much
success in other works performing arguably better than benchmarks which uses mainstream
networks as a classifier development method[18, 56]. Evaluating how a network with layers
of pre-trained transformer models applied in an ensemble model was a task I took part in my
early papers[24, 23].

In GermEval 2021, I employed the use of similar multilingual transformer-based ensemble
architectures using BERT, RNN-based embeddings (BiLSTM) and sentence encoders on three dif-
ferent levels to learn, compare and analyse how models behave on subtasks[24]. In PAN@CLEF
Task 3, for the English subtask I fine-tuned a BERT model while for Spanish I used a language-
agnostic BERT-based sentence embedding model without fine-tuning[23]. The results I gathered
in both experiments 3 showed that although transformer models are key to solving the problem
of semantic representation, an increase in the training data has a measurable positive effect on
the overall performance across all metrics[23, 24]. Transformer architectures have been key to
the development of this field but word and sentence embedding biases generated from the use
of pre-trained transformer models can still exist.[57, 58]

In exploring the discussion pertaining to the incorporation of social networks and signals with
regards to transfer learning, the study of social network analysis to investigate the graph-like
connection behind hate spreaders and their posts at different levels is seemingly growing and
I intend to study further [59, 60, 61, 62]. As a general understanding, social network analysis
can be modeled as a graph 𝐺 = (𝑉,𝐸) where 𝑉 represents people or entities present and 𝐸
denotes edges[59]. An edge connects two nodes if both the nodes have a social connection
like friendship, follow–followee, co-authorship, comments, likes, shares among other social
signals[59, 61]. Influence Maximization(IM) is a kind of optimization problem which focuses on
the task of identifying a constant number 𝑘 of seed users with a high spreading capability known
as "influential nodes" such that if there is any form of dispatch from them, the information
can reach an optimal number of nodes in the network through a cascading effect[60]. Hate
spreaders can easily be profiled or tracked through this analysis because of the connection
they share[61, 62]. Another connection worth mentioning, is the multi-modal kind which
integrates both texts and images embeddings and connects them with a graph-like transformer
architecture while exploring similarity and dissimilarity between embeddings for easy detection

3https://github.com/kaodamie/PAN-CLEF—Profiling-Hate-Spreaders-on-Twitter



Table 1
Hate Speech Annotated datasets

Name Year Source Size Graph Data Reference

multi-Modal Discussion 2023 Reddit 18,000 Yes [62]
PAN@CLEF-Task 3 2021 Twitter 40,000 No [21]
GermEval-2021 2021 Facebook 3,000 No [22]
HS Detection in Multimodal Publications 2020 Twitter 149,823 No [65]
SemEval-2019 Task 6 2019 Twitter 14,100 No [19]
Online Hate Speech 2019 Reddit 22,324 No [66]
Online Hate Speech 2019 Gab 33,776 No [66]
Peer to Peer Hate 2019 Twitter 27,330 No [67]
HASOC-2019 2019 Twitter,Facebook 7,005 No [68]
Language 2017 Twitter 24,802 No [26]

of hate speech[62]. By leveraging on graph transformers to capture the contextual relationships
in the entire discussion that surrounds a comment be it text or images, one looks at the problem
holistically and not out-of-context as done by researches in a close related filed like Fake News
Detection[62, 63].

3. Data Sources

The primary mode of data collection of Hate Speech data has been from Social media sources
where data has been collected and annotated by different studies. These sources include mainly
English and on some occasions multi-lingual hate speech data from comments and posts alike
including those from popular platforms. Generally, it is to be noted that the majority of these
sources are collected by querying social media platforms (Twitter, Facebook, etc) APIs with
keywords that do not necessarily connote hate speech[64]. This is because in order to balance
the dataset and get them properly annotated for learning, speech that do not contain abusive
or offensive terms have to be included. A well balanced dataset selected rather not a heavily
biased one is much beneficial to the research of this field.

Table 1 is a summary of key datasets pertaining to Hate Speech Detection published over the
years. One of the problems of Hate Speech Detection is its dataset collection and annotation.
The method of annotating data for hate speech research uses crowd-sourcing[32, 26, 69] and
annotation experts[40] alike. Annotation is indeed a painstaking and expensive process with
often contestably erroneous annotations when a crowd-sourcing method is employed[29].
For instance, certain words such as “gay”, “black”, "transgender", "homosexual" and African
American English (AAE) receive often times a bias towards being classified as hate speech where
in the actual sense they may be resulting as rather a casual use of jargon without necessarily
denoting hate or citing violence[32]. This results in lots of false positives in many Hate Speech
Detection algorithms which rely on the presence of keywords in speech from a dictionary as
a method of classification as well as bidirectional encoder-decoder Transformers because of
annotation problems[13, 32]. Transformer models have no strong inductive biases due to its
encoder-decoder architecture, so they are flexible and more data intensive models[70]. This



implies that it can find better optimum if enough data is provided with the main drawback
being such models perform worse in a low data setting and annotation bias[70, 71].

Even with this risk of annotator-bias at hand, there has been little to no significant research
with application of active learning in annotation of hate speech data as it is done for other
research areas like image processing[72].

Active learning is a particular sub-field of machine learning which studies how to employ a
learning algorithm for annotation of data whereby the learning algorithm iteratively extends
the annotation dataset by repetitively asking the user to label some patterns that only appear
difficult to annotate[73].

Most recently with the development of Transformer models and Generative AI , the interest
of data augmentation is spiking and this is also a direction worth exploring in the study of
hate speech data annotation[74]. Transfer learning is a beneficial to Hate Speech research in
how researchers keep incorporating model structures and architectures proven to be successful
in other fields of AI and Machine Learning in the classification of Hate Speech[5]. One such
remarkable application which is indeed promising is Generative Pre-trained Transformers
(GPTs), which have been proven be perform remarkably well on data augmentation, machine
translation, question-answer tasks, text sumarization in fact-checking tasks, cloze tasks and
the like[75][76, 77]. The use of Generative Neural Networks and Transformers by way of data
augmentation looks promising on how it is able to generate text data from a few shot examples
for training and testing purposes[78, 79], especially with the development of GPT variants[77]
over the years, most notably ChatGPT. 4

4. Conclusion

In this paper I have generally demonstrated the development, motivation, direction of Hate
Speech Detection over the years and the benefit of studying social network analysis in the field
of hate speech detection, specifically the inclusion social contextualized data in a graph network.
Looking beyond the bottleneck of detection classifiers, I have identified a key problem of dataset
collection and annotation bias which can potentially be studied. Data augmentation of Hate
Speech data is a possibility and can be leveraged upon for many benefits instead of relying
solely on sourcing data from social media channels. Studies into how a classifier behaves with
augmented data versus actual human annotated hate speech data and various combinations
could significantly aid at solving the problems of annotator bias and data hungry algorithms
developed with Transformer models.
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