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Abstract  
This PhD project applies a research-through-design approach to the development of a 

conversational agent for a national career service for young people. This includes addressing 

practical, interactional and ethical aspects of the system. For each aspect, the design process 

will capture requirements, identify potential solutions and evaluation criteria. Delphi study and 

Wizard of Oz methods will be used to facilitate participation in the design by both domain 

experts and young people. Both groups will be involved in the evaluation of a prototype based 

on the design. The research aims to bring together information retrieval, human-computer 

interaction and AI ethics research to improve understanding of applied NLP for a domain with 

complex information navigation and ethical requirements.    
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1. Introduction 

Effective career decision-making is important for ensuring the prosperity and wellbeing of 

individuals and national economies. As such, professional services that support young people to develop 

these abilities are frequently a matter of public policy [1]. Skills Development Scotland (SDS) are 

responsible for the provision of universal, free to access career services on behalf of the Scottish 

Government. This research is part of Wilson’s ongoing collaborative PhD sponsored by SDS. A 

research-through-design methodology is being used to develop a framework for the design and 

evaluation of a conversational agent as part of SDS’s services for young people. The aim of this 

approach is to incorporate both domain expertise and user preferences to maximize the potential 

usefulness of the system. A user-centered approach will focus on the systems’ ability to support young 

people to complete career related activities or tasks. Career practitioners will determine which career 

related activities are appropriate for an automated agent. Participatory methods have been prioritized 

for identifying three categories of requirements: practical, interactional and ethical. A Delphi study with 

career experts is underway to establish the high-level practical and ethical requirements for the system. 

These will be refined using a Wizard-of-Oz survey with young people, that will also capture interaction 

preferences regarding the conversation. Initial findings from the Delphi study identify career-related 

information navigation as the preferred task focus for the system. Therefore, later phases of the research 

will include identifying appropriate conversational information retrieval (CIR) methods to meet the 

design requirements. 

The paper provides an overview of existing careers, conversational user experience and AI ethics 

literature, highlighting implications for this research. It then discusses the research design, current 

progress and future work required to address both the research and design questions. It is hoped that the 

methods used will be of interest to researchers working on user-centered applications for information 

access such as CIR in real-world domains. 
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2. Context & Research Questions 
2.1. Practical Requirements 

Career services deliver a wide range of interventions that span career education, information, advice 

and guidance (CEIAG) [2, 3]. These are often a matter of public policy due to their importance for both 

individual and national prosperity [1]. SDS policies promote a person-centered approach to CEIAG 

service design [4]. This reflects the trajectory of career development, which historically focused on 

approaches for ‘matching’ individuals to a suitable career [5], that have now been superseded by 

constructionist and social justice [6] informed paradigms focused on ‘life design’ [7]. In line with this, 

SDS’s career services aim to support individuals to develop the skills they will need to manage their 

careers throughout their life [8]. As part of the universal service offer, professional careers advisers lead 

both classroom-based group activities and one-to-one sessions at key decision points [9]. My World of 

Work (MyWoW) is an online resource that supports the universal service offer, providing self-service 

access to a wide range of curated tools and information for young people, carers, and teachers [9]. In 

addition to the universal services, intensive coaching support is available for young people who have 

been assessed as in need of this [9]. SDS are under the direct guidance of the Scottish Government, 

with priorities determined by the Minister for Higher Education, Further Education, Youth Employment 

and Training [10].  

The complexity of the services raises several issues for maximizing the usefulness of the dialogue 

system. Defining practical requirements will mean identifying an appropriate task focus from the range 

of information, education and advice interventions that SDS support. This requires consideration of 

how the conversational agent should be situated relative to existing services. When a specific task has 

been identified, it will be necessary to ensure that the design is aligned with SDS’s approach to career 

support, and the current services. This includes design dimensions related to: how, when and where 

young people will access the dialogue system; the complexity and scope of task that it should be 

designed to support; suitable content and information sources. Domain experts’ participation in the 

research will be essential for achieving this. Given the broad range of information and interventions 

that career support encompasses, SDS staff have been identified as domain experts. This is due to both 

their professional training in career development and their personal experience of the design and 

delivery of SDS’ services. As such, the methodology should ensure that domain experts views are 

incorporated effectively into decisions about system design and evaluation criteria. 

These design questions are encapsulated in RQ1: Which career support tasks could a dialogue 

system be useful for in the context of SDS’s existing services for young people? 

2.2. Interactional Requirements 

Given that there are already a variety of routes for accessing career support available to young 

people, ensuring that the dialogue system provides a positive user experience (UX) is essential for it to 

be considered a useful contribution to existing services. This means designing systems that do not only 

meet users’ practical requirements, but that ‘align’ with their affective expectations [11–14]. 

Conversational agents raise challenges for UX design [15], and, if poorly designed, can lead to a higher 

cognitive load for users compared to traditional interfaces [16]. The resource intensive nature of human 

evaluation has led to a focus on scalable, utterance level methods that allow comparison between 

different systems [17]. However, there has been a recent increase in work that seeks to integrate Human-

Computer Interaction and NLP research [18, 19] and an increased focus on UX in design and evaluation 

research, particularly in Applied NLP across a range of domains [20–23].  

However, traditional approaches to UX design, such as prototyping, wireframing [24] and user-

modelling [25] are difficult to apply to conversational agents. Therefore, researchers have proposed 

novel usability scales [26] and design frameworks rooted in conversational analysis principles [27]. 

Conversational UX aims to optimize at both utterance level and conversation level. Utterance level 

design decisions focus on aligning the format, structure and word choice to the needs of the user, 

referred to as recipient design [28–30]. Conversation level approaches aim to optimize the number of 

utterances required to meet the practical and social requirements of the conversations, referred to as 



minimization and repair [31–33]. CIR research reflects this trend, with the focus design and evaluation 

of the entire interaction, not single utterances [34–37]. This includes research on the efficacy of specific 

conversational repair strategies [38, 39]. CIR research that focuses on how to present information in 

conversational interfaces in alignment with users’ needs [40, 41] mirrors recipient design conversational 

strategies.  

Drawing on conversational analysis of human-human interactions, distinct types of conversation 

have been identified, that each have specific structures and expectations: teaching, ordinary, service, 

and counselling [27]. The conversation types identified by conversational analysis align with the four 

aspects of career services: education, information, advice and guidance. This means that RQ1, which 

aims to scope the practical task for the dialogue system, is a pre-requisite for addressing questions 

related to conversational UX. Information-seeking conversations between people have also been 

identified as having distinctive styles and strategies that impact on the quality of the interaction [29]. 

However, it should be highlighted that the styles of user-computer conversations do not directly mirror 

human-human conversations [30, 42]. Therefore, it will be necessary for the research to establish users’ 

expectations and preferences regarding the conversational style to design an appropriate conversational 

user experience. These are summarized in RQ2: Which methods can be used to deliver a positive 

conversational user experience in this context? 

2.3. Ethical Requirements 

The conversational agent being designed by this research is a form of artificial intelligence (AI), 

defined as the use of information technology to automate tasks that historically required human 

intelligence. AI has recently been the subject of a range of public policy interventions [43–47] that have 

largely focused on how to address potential risks posed by these systems. Many of the risks identified 

originate from examples of discriminatory outcomes associated with the use of AI in the public sector 

[48, 49]. These incidents highlight AI systems role in perpetuating a range of inequalities, where the 

outcomes and mitigation strategies can be mapped to issues including lack of explainability in the 

system architecture [50], poor management of training data [51, 52] or failure to account for the socio-

technical system in which the AI is deployed [53]. Of relevance to this research, is the fact that EU 

legislation on AI has highlighted education, vocational training and employment as high-risk domains 

[54]. Similarly, UNICEF have published specific guidance on AI for young people [44], which has been 

incorporated into the Scottish Government’s AI strategy [55]. Within AI, a wide range of harms 

associated specifically with dialogue systems have been catalogued that range from infringements on 

individuals’ right to equality [56, 57], to global climate impacts [57, 58] .  

Given the potential risks of dialogue systems and potential for high impacts within the CEIAG 

domain, ensuring that the conversational agent design mitigates these concerns effectively is a key 

requirement for the research. RQ3: How can the ethical integrity of dialogue system use in this 

domain be ? 

3. Methodology 

A research-through-design methodology uses the process of artefact design as a means of 

simultaneously generating knowledge [59]. The design process for the CEIAG conversational agent 

will follow a standard approach: identify requirements, identify solutions, prototyping and evaluation. 

The design process will require identifying, evaluating, adapting and creating methods, frameworks and 

solutions, that are likely to be of value for other applications.  Task-focused evaluation predominantly 

uses standard metrics to compare performance across systems [60]. However, these are inadequate to 

address current calls for researchers ‘to focus on building models that meet people’s needs for different 

tasks, and that can be evaluated on that basis’ [61]. While some user-centered evaluation frameworks 

that include both practical and interactional requirements have been proposed [18, 26], these are focused 

on service type conversations, with a clearly defined task goal. This research aims to develop and pilot 

a suitable framework for user centered evaluation in a domain where the task outcomes cannot be clearly 

defined. This approach incorporates the process of capturing bespoke evaluation criteria in order to both 

address the research questions, and ensure the usefulness of the system design for its intended use 



context within SDS’s services for young people. Therefore, domain expertise will be crucial for the 

definition and evaluation of appropriate practical outcomes needed to address RQ1. Effective 

collaboration with domain experts is an open issue in data intensive research [62]. This research will 

include the use of the Delphi method as a means of addressing this problem, as discussed in section 3.2 

below. Collaboration with young people to understand specific preferences for the style and content of 

career-related conversations with automated agents is essential for addressing RQ2. A combined 

Wizard-of-Oz and survey is planned to elicit interactional requirements, discussed in section 3.3 below. 

3.1. Tools for promoting ethical integrity   

Some clear ethical requirements can be inferred from the literature review (section 2.3). It is 

expected that the final results of the Delphi study, and on-going engagement with SDS staff will lead 

to these continuing to be refined throughout the design process. A range of tools to address RQ3 have 

been identified from a search of relevant research and policy publications. The EU AI Act takes a risk-

based approach, and, therefore, includes guidance on how to self-assess and document potential ethical 

impacts of an AI system [54].  Model cards are an established, albeit underutilized, tool for addressing 

issues that originate from mismanagement of training data [52].  Public registers of AI applications [63, 

64] exist to support public consultation and monitoring of AI systems. There is a range of guidance on 

approaches for facilitating consultation and participation in the design and deployment of AI [44, 65, 

66]. No single mitigation strategy has yet been tested and validated as reliable for mitigation of possible 

risks. However, each of these components operate as complement to each other. For example, risk 

assessments and model cards can be included in public AI registers, AI registers support public 

awareness and consultation, which in turn supports the identification and monitoring of risks post-

deployment.  

In addition to tools specific to system design, SDS are required to monitor the impact of all aspects 

of their service on equality, diversity and inclusion. This includes conducting and documenting robust 

equality impact assessments and reviews for all policies and services [50]. Guidance on the ethical 

standards required are available in the form of established professional standards of conduct and ethics 

[51, 52].  

All of these existing best-practice resources for assuring the ethical integrity of the system will be 

utilized throughout the design process. In addition to addressing RQ3, this will improve understanding 

of how both AI and domain-specific ethical guidelines can be leveraged in practice to ensure confidence 

in the ethical integrity of a conversational agent.      

3.2. Delphi Study  

Co-designing using participatory methods with domain experts has been highlighted as a method for 

understanding ethical requirements [67]. However, concerns have been raised about the burden that 

these methods may place on participants, as well as the fact that the outcomes from using these methods 

may be difficult to incorporate into standard approaches to research and development [65]. A Delphi 

study is a survey method [68] that can be applied to participatory research [69]. It has been used across 

a wide range of disciplines as a way to capture expert opinion [70], although it originated as means for 

forecasting impacts of technologies [68]. The process involves successive rounds of surveys with 

domain experts. The results of the preceding round are incorporated into each survey, to allow 

participants to react to the views expressed by their peers. Anonymity is a requirement of the method, 

to avoid participants who are prestigious or powerful exerting undue influence on the outcome. The 

main aim of the method is to facilitate structured communication, where online and asynchronous can 

support the inclusion of geographically dispersed participants [68]. A common misconception is that 

the outcome of a traditional Delphi should be statistically validated consensus [68]. In fact, a key benefit 

of the method is the ability to generate rich qualitative data through the pseudo-dialogue between 

participants, analogous to focus group methods [71]. However, unlike focus groups, the multiple rounds 

of a Delphi study provide an opportunity to structure data according to specific research aims while the 

data is being collected. This means that the existing cohort of domain experts have the opportunity to 



reject, refine or validate the analysis as it being conducted. As such, the outcomes of a Delphi study are 

both co-produced with experts, and customized to the needs of the specific research.      

The first phase of this research involves a Delphi study with SDS staff, that aims to identify practical 

and ethical requirements that the system should meet. Using this method as a component in a research-

though-design methodology presents an opportunity to evaluate its efficacy as a method for 

participatory research with domain experts. So far, two of three rounds have been conducted. 23 

participants were recruited from SDS staff with experience in practice with young people, service 

design & policy. Participant engagement has been high, with the first round generating a rich qualitative 

dataset. The second round of the survey used direct quotes from the first round as Likert scale 

statements. 22 responses were received for the second round, with clear support for a conversational 

agent that focused on supporting young people to navigate career-related information, over education, 

advice or guidance focused options presented. This raises key challenges based in the information 

retrieval domain. Career-related information is wide ranging and can be difficult for young people to 

navigate without support [72]. Participants were clear that the conversational agent should not be 

designed or perceived by users as a means of making a career decision. As such, designing to meet the 

practical needs of users will require a focus on how to structure and present information in a way that 

balances the risk of overwhelming users, while encouraging further exploration beyond the dialogue 

system. 

3.3. Wizard of Oz study 

A Wizard of Oz (WOZ) method will then be used to establish the interactional requirements. This 

is a similarly well-established method, that was developed for user-centered NLP research in the 1980s 

[73]. Participants are asked to use what they believe to be an automated agent, while the system 

utterances are actually being controlled by a human researcher [74]. This removes the need to develop 

functional prototypes before detailed user feedback can be solicited, meaning that a wider variety of 

interaction styles can be tested [75]. It also addresses the issue of the specific conversational styles 

adopted when interacting with automated systems [42].  

The detailed design for the WOZ is dependent on the outcome of the Delphi. It will be conducted 

with young people who are within SDS’s remit. Recruitment will be conducted through SDS network 

and will aim for a representative sample of race, gender, geographical location, and learning profiles. 

Achieving this will support accurate completion of the equality impact assessment for the dialogue 

system.  

Data collection with the WOZ will consist of two phases. The first phase will ask direct questions 

about their preferences. Using the WOZ interface allows presentation of concrete, interactive examples 

when soliciting participants’ views. This will generate survey style data for analysis. The second phase 

will involve users interacting with what they believe is a functional prototype of a career information 

chatbot. This will allow the conversational agent to mimic the adoption of a range of conversation types 

and strategies to understand how users respond to these. Analysis of these transcripts aims to identify 

requirements for the conversational aspects of the design. This aims to contribute to the current body 

of research for human-centered approaches to designing conversational agents with a focus on the 

quality of both the functionality and interaction [20, 27, 35].  

3.4. Future Work 

  The requirements identified from the data collection described above will be documented and 

assessed using the ethical tools discussed in Section 3.1. A focused literature review will be conducted 

to identify potential methods for satisfying these in the prototype. Based on the preliminary findings for 

the Delphi study, this is expected to have a focus on CIR. The requirements will form a key component 

of the evaluation criteria for the prototype. Evaluation of the prototype will include domain experts, to 

determine the suitability of the content, and young people to determine if the interaction meets their 

expectations. 

 



4. Conclusions 

The research-through-design approach will result in a case study of the ethical design and evaluation 

of a conversational agent. The prototype should meet users practical and interactional needs in a domain 

where task boundaries and objectives are ambiguous. It should be possible to demonstrate that the 

design aligns with CEIAG ethics. The design process will produce artefacts in the form of expert and 

user validated requirements, evaluation criteria and a prototype that has been evaluated by experts and 

users. These are expected to be useful for the design of conversational agents in other domains. The 

research also aims to evaluate the Delphi method as a structured, participatory approach to meaningfully 

and efficiently engage domain experts early in the development cycle. The design process requires 

giving equal attention to practical, interactional and ethical aspects of the conversational agent, and 

thereby brings together research from information retrieval, human-computer interaction and AI ethics. 

In so doing, it aims to improve understanding of how this research can be applied to real-world domains.  
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